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cantly improved this situation. Experimental techniques such
. as nonlinear-optical spectroscopy (second harmonic genera-
1. Introduction and Scope tions or sum frequency generations), X-ray diffraction and
i , i reflection, and neutron reflection, which are capable of
_ The solvation and adsorption of ions at the aqueous measyring molecular details at the interface, have been
interfaces is an important process encountered in NUMEroUgecently developed:* Among these approaches, nonlinear
chemical and biological systeris: The influence of ions iica methods have made the major contributions to our
on the liquid interfaces is not only of fundamental interest understanding of interfaces. This technique has been suc-

but also of practical significance. For example, the transfer ., i anplied to investigate the structure of surface-active
mechanisms and free energies of ions across liquid surfaces

. . Solutes and the surfaces of pure liquids. In the past few years,
are essential to solvent extraction processes and phas is method has been extended to examine the behavior of
transfer catalysi%.The stability and functionality of cell

membranes will be affected by the distribution of counter- lons at liquid/vapor interfaces.

ions. Understanding ion behavior at the air/water interface Molecular simulation approaches such as molecular dy-
is crucial in solving environmental problems such as acid hamics (MD) and Monte Carlo (MC) techniques provide
rain and water pollutiofi.In atmospheric chemistry studies, other useful tools to study liquid interfac€sThey have the
the uptake of pollutants by water clouds depends on the ionadvantage over experiments in that they can directly probe
distribution at the aqueous liquid/vapor interface. Under- the molecular details of solutes at the interface. Since the
standing the equilibrium properties and dynamics of ions at late 1980s, molecular simulations have been widely used to
a wide range of liquid interfaces is essential in modeling examine the equilibrium properties of neat liquid/vapor and
and controlling the chemical reactivity at liquid interfaces. liquid/liquid interfaces®23 Results from these studies have

Many-body effects in the hydrogen-bonded network have provided valuable information on the structures, thermody-
been studied in detail and, in particular, through the evalu- namics, dynamics, and conformational equilibriums of liquid
ation of changes in the molecular dipole moment as a interfaces. These approaches have subsequently been used
function of its environment. Substantial efforts have been to study the ion solvation and ion transport across the liquid/
undertaken to quantify the many-body effects using different vapor interfaces, revealing new insights into ion behavior at
approaches, such as classical dynamicsadmishitio simula- liquid interfaces.
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interpretation is based on the Gibbs adsorption isotffetim

r= - rilsinah ®

In the above equatiod; is the surface excess concentration
of the solute (ion),R is the ideal gas constant, is the
temperature, angt is the surface tension. When applying
this equation, the Gibbs dividing surface (GDS) is chosen
such that the surface excess of solvent is zero. Herethe
activity of the ion. In dilute solutionsa is proportional to

the concentration. Thus, if the surface tension increases
linearly with the concentration, there is a deficiency of the
solutes in the surface lay& The theory of surface tension
change with added salt concentrations was first qualitatively
explained by Wagner based on the Debthickel theory

of electrolytes’® He argued that, because of the variation in
the dielectric constants across the interface, the presence of
ions at the interface induces image surface charges that have
the same magnitude and sign. The image charges repel the
ions from the surface and thus reduce the concentrations of
ions at the interface. The surface tension accordingly
increases on addition of a simple electrolyte. Onsager and
Samaras further worked out the theory and obtained an
analytical limiting law of the salt effect on surface tens#n.
Recently, other theoretical approaches, including field theo-
retical calculations and canonical thermodynamic theory,
have been developed to explain the effect of electrolyte
concentrations on the surface tensiéri® These theories
recover the OnsageiSamaras limiting law and revealed
negative adsorption of ions at the interface.

This conventional view of the surface being free of ions
has been challenged in the past few years by both simulation
and experimental work. In the studies of atmospheric
reactions on aqueous sea salt particles and ocean surfaces,
the most plausible reaction mechanisms involve the presence
of ions at the surfac&. 4! This finding motivated othé#+3
theoretical and experimentélstudies to investigate the
possible presence of ions at liquid/vapor interfaces. Molecular
dynamic simulations using polarizable potentials shdwed
that while the small nonpolarizable cations and anions
including Na and F are repelled from the interface, larger
polarizable anions such asCGind Br ions are found to be
surface active and exhibit an enhancement in their surface
concentrations. This conclusion is also reached by the results
of second harmonic generation (SHG) or sum frequency
generation (SFG) experiments on the surfaces of aqueous
salt solutions as well as the surfaces of aqueous acids and
bases“46 It should be noted that the affinity of ions at the
interfaces is not necessary in violation of Gibbs adsorption
isotherm. The thermodynamic argument only requires the
total ion concentration in the interfacial region to be depleted
and does not provide a detailed molecular description of the

One essential question about solvation at an interfaceinterfacial ion distribution along the surface normal direction.

regards the details of ion distributioffsThe traditional view Thus, it is possible to have nonmonotonic ion density profiles
of interfaces being devoid of ions comes from surface tension such that the total concentration in the interfacial region is
measurement®:2° It has been long recognized that small less than that of the bulk. This nonuniform ion distribution
inorganic ions in aqueous solutions alter the surface tension.has been observed in simulations and will be discussed
In general, simple inorganic salts, such as NaF and LiCl, further in the following sections.

increase the surface tension of aqueous solutions. The Our knowledge of liquid/liquid interfaces has advanced a
increment is roughly linear with the salt concentration. The great deal due to computer simulation studies. Since the late
increase in surface tension by the addition of simple salts 1980s, several research groups have used MC and MD
has been explained as repulsion or negative adsorption ofsimulations to investigate the equilibrium properties of neat
ions from the liquid/vapor interface in which the ion liquid/liquid interfaces. The results reported by these gréudps
concentration is lower than that of the bulk solution. This have provided valuable insight into the structures, dynamics,
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Figure 1. Computed average dipole moment/water molecule as a Considering the difference in computational methods, the
function of cluster size. The MD data are from ref 52 whiledhe ~ agreement between the two approaches is quite satisfactory.
initio results are from ref 50. The cyclic water hexamer is also A reasonable conclusion from this comparison is that the
called the ring structure formed by six water molecules in which major differences in the two calculations are caused by the
each water molecule is hydrogen bonded to the two nearest watergifferences in the dipole moment of the isolated water
molecules. In addition, four oxygen atoms are lying on the same monomer ¢ = 1.848 D for the potential model vs 1.869 D

plane, and the remaining oxygen atoms lie on either side of this . . S
plane. The cage structure is held together by eight hydrogen bonds 0" the ab initio calculation) and the fact that no explicit

This is a three-dimensional structure network in which four water charge-transfer term is included in the MD model. This
molecules are hydrogen bonded together and the remaining twocomparison illustrates the importance of polarization effects
water molecules lie on the top and bottom of these doubly hydrogen- in water clusters and demonstrates that the structure and
bonded water molecules to form a cagelike structure. properties of water clusters can be accurately reproduced only
if the polarizability is accounted for explicitly in the potential
thermodynamics, and conformational equilibria of liquid model.
interfaces. This approach has been extended to study the There is a significant effort using both computatiéal
transport free energies of ions and organic solutes acrossand experiment& approaches to determine the molecular
liquid/liquid interfaces®*® The use of these simulation dipole moment of a water molecule in the liquid phase.
techniques provides a means to directly probe the mecha-Silvestrelli and Parrinello reported aib initio MD study to
nisms and dynamics of transport processes of small organicdetermine the change that the electric dipole moment of water
solutes and ions across liquid/liquid interfaces. molecules undergoes in passing from the gas to the liquid
In this paper, we present a review of the application of phase? Their analyses were based on the recently introduced
MD simulation methods, ranging from polarizable potential maximally localized Wannier functions. They found that, in
models used to describe interactions among species to ahe liquid water, the dipole moment has an average value of
variety of chemical and physical processes in solutions andabout 3 D, which is 60% higher than that in the gas phase.
at interfaces from the late 1980s to the present. The mainFurthermore, a broad distribution around this average value
emphasis of the review is on recent advances in theis observed as shown in Figure 2. Badyal eP‘ahave
understanding of ion solvation, molecular association, and reported a first experimental high-energy, X-ray measurement
molecular solvation at liquid interfaces. The species discussedestimate of the dipole moment of liquid water. Their value
range from monovalent ions to molecular ions such as for the dipole moment of the {0 molecule is 2.96+ 0.6
hydronium and nitrate ions. The computed properties include D, which is based on a charge transfer ofedafong each
the potential of mean force, the surface tension, the surfaceO—H bond, with an experimental uncertainty of order 20%.
potential, and the density profile. Comparisons with experi- This value agrees with theoretical estimates published in the
mental results were made and are discussed in the reviewliterature. Ab initio cluster calculations yielded a dipole
moment value of 2.7 D. Classical MD simulations by Dang
2. Significance of Polarizable Potential Models and Changf derived permanent and induced dipole moments
of 0.94 and 1.85 D, giving a total dipole moment of 2.75 D,
It is well established that nonadditive interactions are a while recentab initio molecular dynamics simulations
significant contributor to the total interaction energy. The vyielded a dipole moment of 2.95 D. Within the stated
incorporation of many-body interactions into potential models uncertainty, the measurements of Badyal and co-workers
is especially critical for the study of clusters and interfacial represent the first experimental estimate of the dipole moment
environments. For example, it is well established that the of liquid water, a quantity that plays a crucial role in
dipole moment of an isolated water molecule is 1.85 D, and determining the dielectric properties of the liquid.
because of induction effects, the average dipole moment/ Batista and co-worket3used a self-consistent induction
water molecule in clusters significantly increases upon model to study the electric field in ice and found that the
addition of water molecules. In Figure 1, a comparison best estimate for the dipole moment of a water molecule in
between the computed average dipole moment reported byice Ih is 3.09 D. This value represents a 67% increase over
Gregory and co-worket$using quantum chemical methods the dipole moment of an isolated water molecule. The result
and the results by Dang and Chang using a classical wateris shown in Figure 3. The dipole moment determined by
model that explicitly includes many-body effects is méatfg. Batista et al. is significantly higher than the one reported
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Figure 3. Convergence of the calculated molecular dipole moment Z, A

as a function of the cutoff distance used in summing the electric _ .
potential caused by neighbors. The error bars correspond to theFigure 4. Computed dipole moment of water molecules as a
fluctuations caused by the different environments seen by the functlpn of thez-coordinate using classical molecular dynamics
various molecules in the proton disorderedliceThe results show  techniques. (Adapted from ref 51.)

that it is sufficient to include only neighbors that are closer than 7
A when evaluating the electric field at a given molecule. (Adapted
from ref 55.)
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earlier by Coulson and Eisenbéfgwho also used a similar 24 o AN A

but more approximate induction model. The difference 0 5 0 15 20
between the results of Batista and co-workers and the earlier_ ) 28
estimates mainly lies in the numerical values for the Figure 5. Computed dipole moment of water molecules as a
quadrupole moment of the isolated molecule. Coulson andzggﬁg?n of thez-coordinate usingab initio molecular dynamics

: . ; ; ques. (Adapted from ref 59.)
Eisenberg relied on the best estimates of multipole moments
from first-principle calculations at the time, which included
a very small basis set. Batista and co-workers used experi-
mental values for the dipole and quadrupole momefs,
the latter obtained after Coulson and Eisenberg carried out
their calculation, and the results of accurab initio
calculations for the higher octopole and hexadecapole
moments. When the same set of multipoles are used as input
the method used by Coulson and Eisenberg gave results tha;
are very similar to those obtained by the more detailed model
used by Batista and co-workers. This similarity of results
indicates that the approximations used by Coulson and
Eisenberg to simplify the induction calculations are quite
valid. . Lo

It is widely accepted that water molecules behave differ- 3. Computational Results of Liquid Water
ently at the interface than in bulk solution. The advantage Interfaces
of using polarizable potentials is that they can describe the o
electrostatic properties of water molecules in heterogeneous3.1. lon Distribution at Interfaces
environments more realistically. To study the effects of
polarization on the electrical properties of the water mol-
ecules, Dang and Chatigcomputed the average total dipole
moment and the induced dipole moment/water molecule as
a function of position along the-axis. The result is shown
in Figure 4. Examining this figure, they observed that the
water molecules farther from the interface_(in the regions 3.1.1. Distribution of lons in the Gas Phase
between 30 and 45 A) have an average dipole moment of
2.75 D and an average induced dipole moment of 0.93 D. Understanding such behavior will significantly advance
These values are very close to the values obtained forour understanding of the chemical reactivity of ions at liquid
simulations of bulk solutions. On the other hand, the water interfaces. Early hints that some ions may be surface active
molecules residing in the vicinity of the interface have at liquid/vapor interfaces come from a series of MD
completely different average dipole moment values. Figures simulations of ion-water clusters by Berkowitz and co-
4 and 5 clearly indicate that the average dipole moments of workers to study the solvation behavior of Nand CI ions
water molecules monotonically decrease as they approachin small water cluster® %+ In these studies, two kinds of
the interface and reach a value close to their gas-phase dipolg@otential models-one an effective pairwise additive model
moment. Dang and Chang found that the correspondingand the other a nonadditive many-body potential medel
average induced dipole moments also become smaller. Thesavere used to understand the polarization effects. Berkowitz
results are expected and are physically realistic. They areand co-workers found that potential model and ion charge

1 (Debys)

caused, in part, by changes in the hydrogen-bonding patterns
(i.e., the number of hydrogen bonds per water molecule in
bulk is about 4, and the number is decreased to about 2 for
water molecules near the interface) and also by changes in
the electric field of water molecules near the interface.
Recently, Kuo and Mundy reported arab initio MD study
f the aqueous liquid/vapor interface. In addition to the
omputed structural and spectra properies of the interface,
they also computed the dipole moment of water molecules
as a function of the-axis. Their results, which are shown
in Figure 5, are similar to those reported by Dang and Chang.

Some of the most interesting and outstanding questions
about ion solvation at liquid interfaces involve the distribution
of the ions: (a) Where does the ion spend most of the time?
(b) Are ions surface active and staying near the interface, or
do they prefer to be fully immersed in the bulk liquids?



Simulations of lon Solvation at Liquid Interfaces Chemical Reviews, 2006, Vol. 106, No. 4 1309

had a significant affect on the structure and stability of ionic the interface. This finding indicates a negative adsorption
water clusters. For the NéH,O)s cluster, the polarization  of ions in the interfacial region. These studies seemed to
potential model predicted a first hydration shell made of four confirm the classical picture of electrolyte solutions in which
water molecules while the nonpolarizable model predicted ions are negatively adsorbed at the water/air interface. In all
a six-water solvation shell. The effect is more pronounced the studies mentioned above, nonpolarizable interaction
for anions. With the polarizable model, the @n was found potential models were employed to describe the wateter

to locate on the surface of the cluster while the ©h was and ion—water interactions.

completely solvated by water when effective pair potenti_al Recently, Finlayson-Pitts and co-workers conducted a
was used. On the other hand, they found that a small halidecompination of experimental, MD, and kinetic modeling

anion F' remained solvated inside the water cluster. Dang gydies to examine the interfacial properties of aqueous NaCl
and co-worker¥ and Dan§® used many-body polarizable 46150190 The experimentally observed production of Cl
potential models in MD simulations to study the solvation ga5 can only be explained by interfacial reactions (i.e., the
behavior of LF', Na*, CI”, and F ions in water clusters.  aerosols’ interfacial regions), which suggests a large presence
They observed that bothfand CI" ions preferred to remain o the jons at the interface. To confirm this result, a series
at the surface of the water cluster. of MD simulations were carried out on concentrated NaCl
At the same time, novel experimental techniques have beenaqueous systems that range from water clusters to an infinite
developed to examine the ion solvation and hydrogen open liquid/vapor interface. Both polarizable and nonpolar-
bonding in small water clustef$:’* These experiments jzable models are employed to describe the molecular
revealed that the larger halide ions such as 8", and I’ interactions. These simulations predicted that Nms are
were solvated asymmetrically in water clusters of up to six fy|ly solvated and almost exclusively located in the interior
water molecules. These findings suggested that larger halidegf the liquid phase. On the other hand, both models found
ions were solvated on the surface of water clusters, which that CI ions spend a significant amount of time near the

agreed with the simulation results. interface. Quantitatively, the polarizable model predicted a
These observations have led to continuous interest in themuch higher percentage of surface coverage ofi@ls than
study of ion hydration in water clustefs® Ab inito that of the nonpolarizable model. This finding seems to

calculations have been carried out to examine the optimizedcontradict the traditional wisdom that ions in salt solutions
structure of aqueous ionic clustéfs® These quantum  are negatively adsorbed at the interface.

studies also showed that, in small aqueous clusters, larger s work has motivated a renewed interest in advancing
halide anions preferred the surface state over the interior statgp,q understanding the behavior of ions at the liquid/air
as the global minimum, while Fion favored the interior i iarface through the use of both experimeHt##°+ % and
state. Although it is established that CBr~, and I" ions  haoretical approachéd?34599% Jungwirth and Tobias
prefer to locate at the surface of smaller aqueous clusters, itcqrieq out a series of detailed MD simulations to study the
is less obvious whether the ions would have the tendency toliquid/vapor interface of salt solutio391.9699102 They

stay at the bulk liquid/vapor interface. Arguments have been oy amined the behavior of aqueous acid, base, and salt
made that, in addition to the polarizability of ions, the surface | tions containing Na F-, CI-, Br-, and I ions. In

gurvatu_re; of rt]he C:”St.ers ;Iio playsf _a%g'm_pmam rh)le N addition to monatomic ions, they also examined molecular
o O O ) ool fons including OH, H:0*, SGZ~, NOs~, and SCN. Only
accepted that ions remain fully solvated at the planar liquid 57 ahje potential models were used in these studies

surface. This co_nclu5|on is supported by experimental resultsbecause they have been shown necessary to properly describe
on surface tension and surface potential measurerfénts. the aqueous ionic clustetsIn the simulations, they observed
diminished concentrations of small ions such as Na",
and OH  at the interface. This finding suggested that these
The first MD simulation on ion solvation at the water ions are repelled from the interface, which agrees with the
liquid/vapor interface was carried out by Wilson et&lhey traditional description. However, when the density profiles
studied the behavior of the Naon at the interface and found  of HsO™, NO;~, CI~, Br—, and I are examined, they exhibit
that, not surprisingly, Naions remain completely solvated a peak near the interface. From these results, they concluded
inside the water. They also compared their results to the that these ions penetrated into the vapor/solution interface
prediction of a simple dielectric model and found that the and had higher concentrations at the surface than that of the
dielectric model does not describe the simulation results bulk solutions. The peak became increasingly more promi-
satisfactorily. In a subsequent pagethey extended the nent as the halide anion got larger and more polarizable,
study to the study of the Na F-, and CI ions near the  which suggested that larger halide ions such as @rl~
water liquid/vapor interface. Using the umbrella sampling displayed more pronounced surface enhancement than Cl
technique along the interfacial normal direction, they were anion. Interestingly, when the density profiles of from
able to compute the solvation free energy profiles of the ions simulations of 1.0 M HI and Nal aqueous solutions are
as a function of their distance to the interface. They showed compared, an increase and shift in the interfacial density peak
that the free energies of moving an ion to the interface is observed for the acid. Because bot#fOH and I ions are
depended on the sign of the ionic charge and not on the sizesurface active, their mutual attraction may further enhance
of the ion. In all three cases, the free energy was observedthe ions’ presence at the interface. From the series of MD
to increase near the interface region, suggesting that ionsstudies, Jungwirth and co-workers concluded that molecular
preferred to be solvated in the bulk liquid region. Benjamin polarizability played a key role in the surface affinity of ions,
also carried out an MD simulation to investigate ion solvation with higher polarizability leading to stronger surface en-
at the water liquid/vapor interfac8 He observed that ions  hancement. The only exception is the highly polarizable
tend to keep most of their first solvation shell intact and have sulfate ion, S, which was found to show negative
positive adsorption free energies when they are moved toadsorption at the interface. This behavior was attributed to

3.1.2. Distribution of lons in the Condensed Phase
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the large energy penalty associated with surface solvationtron kinetic energy. Both Kl and KBr showed significant
of SO because of the double charge of sulfate anion.  enhancement of the halide ion concentration in the more
Using the multistate empirical valence bond (MS-EVB) surface-sensitive experiments. The enrichment of anion
methodology, Voth and co-workers performed MD simula- concentration is more dramatic for the larger, more polariz-
tion to examine the hydrated proton at the water liquid/vapor able iodide anion.
interfacel®® The MS-EVB model provided a more physically From what has been reported so far, it appears that larger
realistic description of proton behavior by allowing the proton polarizable anions are surface active at the water/vapor
to hop along an optimal conformation of water molecules interface. However, this picture conflicts with the classical
based on the Grotthuss mechani$fihe computed density  view that, based on the surface tension measurement and
profile in their work exhibited a significant peak at the the Gibbs adsorption isotherm, the interface of a salt solution
interface and demonstrated that the hydrated excess protofis devoid of ions. What is the reason for the enhancement
displays a marked preference for the liquid/vapor interface. of ion concentration at the liquid/vapor interface? Why does
There are many experimental results supporting the it happen more readily for larger and more polarizable ions
conclusion that some ions may be preferentially adsorbed atthan for the smaller nonpolarizable ions? To understand the
the water/air interfacé*46.9:93.105 Adyances in nonlinear  behavior of ions at the interfaces, several factors must be
optics technigues such SHG or SFG have made it possibleconsidered. First, from a molecular interaction consideration,
to specifically probe molecules and ions at the inter- ions may be expected to be repelled from the interfacial
face¥10.106108 Eor example, using femtosecond SHG experi- region, in which the strong ieawater hydration energy will
ments to exploit the charge-transfer-to-solvent (CTTS) be missing because of the decreasing number of water
resonance of several ions, Saykally and co-workers were ablemolecules. To maintain the solvation shell, ions prefer to be
to measure directly the ion concentration at the surface of fully immersed in the bulk solution phase. However, the ion
the aqueous solutiort105199By examining the intensity of  effect on the water interaction also needs to be taken into
the SHG response to the CTTS transition, Saykally and co- account. According to the relative abilities of ions to induce
workers directly probed the surface concentration of the anionthe structuring of water molecules, ions have long been
as a function of the bulk salt concentration. They found an classified as being either kosmotropes (structure makers) or
enhancement of the surface concentration of the highly chaotropes (structure breaket¥)!!! If an ion tends to
polarizable anions such assN SCN-, and HO™, which strongly order the water structure around it and break the
agrees with the predications from MD simulations. hydrogen bonding between water, it is expected that this type
Using vibrational SFG spectroscopy, Allen and co-workers Of ions will be more prone to stay near the surface. In
examined the interfacial water structures for the sodium contrast, if an ion does not disturb the hydrogen bonding of
halide aqueous solutioi$The surface SFG spectra for the the neighboring water, the tendency for the ion to stay in
solutions of NaF and NaCl are similar to that of neat water; the interior of the bulk liquid becomes more significant.
they concluded that similar interfacial water structures exist  The second factor is the effect of ion polarizability, which
for the NaF and NaCl aqueous solutions compared to thosehas been recognized to have a significant affect on the
for the neat water/vapor interface. A significant difference behavior of ion solvatiof?!'2 Because of the presence of
is observed for the SFG spectra of NaBr and Nal solutions the liquid/vapor interface, water molecules at the interface
compared to that of neat water, revealing a considerableshow a preferred orientatidf1131%This orientational order
distortion of the hydrogen-bonding network in the interfacial induces an electrostatic potential difference between the
water of the sodium bromide and iodide aqueous solutions. liquid and vapor phases. Small nonpolarizable ions were
The interfacial region is further affected as the concentration repelled from the interface because they are unable to respond
of the larger and more polarizable halogen anions is to the electric field change. For ions with larger polariz-
increased. Their results may imply higher concentrations of abilities, the electron clouds of these ions can be more easily
bromide and iodide anions in the interfacial region. distorted to react with the interfacial electric field, leading
Richmond and co-workers also used a vibrational sum to a favorable adsorption of these ions at the interfaces. As
frequency spectroscopic technique to investigate the molec-expected, this tendency will be enhanced with increasing ion
ular structures and bonding of the surface of aqueous saltpolarizability, as predicted by the simulations and confirmed
solutions of NaF, NaCl, NaBr, and N They observed a by the experiments. The only exception in the above studies
modification in the interfacial hydrogen bonding as the anion is the sulfate ion. Despite its high polarizability, sulfate ions
is changed, which may suggest the presence of anions nea@re found to be strongly repelled from the surface. This
the interface. When the water structure of the topmost surfacebehavior results from the large electrostatic penalty and
layer is examined, the perturbation caused by the anionsstrong perturbation to the hydrogen-bonding network of
becomes smaller, indicating a diminished population of the interfacial water by bringing sulfate ions into the interface.
anions at the uppermost surface water layer. We note here Conclusions obtained from surface tension measurements
that the somewhat different conclusions reached by theseof salt solutions must be addressed. As the concentration of
two groups interpreting practically the same data indicate salt increases, the surface tension of the solution also
that further research is required to systematically assign thejncreases. On the basis of the Gibbs adsorption isotherm of
characteristics in the hydrogen-bonded OH region of the surface tension, the surface tension increment with added
VSFG (vibrational sum frequency generation) spectrum of electrolyte concentration corresponds to negative adsorption
aqueous salt solutions. of ions at the interface. Thus, the current view of the affinity
Using X-ray photoelectron spectroscddyjemminger and of large halide anions and other ions at the water surface
co-workers measured the composition in the surface regionseems to be inconsistent with this prediction. However, it
of the potassium bromide and potassium iodide solutions. should be realized that the propensity of ions to accumulate
From the photoemission spectra, they were able to determineat an interface does not necessarily lead to positive adsorption
the anion/cation atomic ratio as a function of the photoelec- of ions if the possibility of nonuniform density profiles of
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the ions is included. If we more closely examine the density L1 - T
profiles obtained from simulations, we note a decrease in oY oo g i"‘effﬂ;‘e“‘) 1
the ion density toward the bulk phase after an initial density a | T B e
peak is observed at the interface. The combined effect of 307} - interface (2)® ]
surface enhancement and the subsequent depletion of ion a - bulk ™+~ |
density may lead to a net negative excess of ion concentra- @ 05 E— . .
tions at the interfacial region. Thus, surface enhancement of 15 T —
certain ions does not necessarily violate Gibbs adsorption - .
equations. S 13 L.l Y
Studies are now being extended to investigate ion solvation = 11k e .. eerface)
at other nonaqueous solution interfaé®Dang carried out pesilll e e y
an MD study to examine the behavior and equilibrium 0.9 : : . :
properties of sodium iodide at the liquid/vapor interface of 0 15 3 45
methanol. He found that iodide anions penetrated more ®) Conc. (m)

deeply into the interfacial region than sodium cations. Figure 6. Relative changes of the (a) diffusion coefficients and
However, no interfacial peak was observed in the density (b) dipole orientational relaxation times of water molecules in the
profile of iodide ions in methanol solution. This result is interfacial and bulk regions. (Adapted from ref 120.)
quantitatively different from that at an aqueous solution
interface and indicates that the iodide ion does not show
surface affinity for the methanol liquid/vapor interface. This

being parallel to the interface. This behavior suggests that
the interface cannot be depleted of ions. These results clearly
behavior mav be caused by the presence of an anolar meth plemonstrate that the orientations of 'ghe ions and water are

y y b P ymfluenced by the presence of the interface. The use of

group in methanol molecules. . ; ; .
. . ) _ . molecular simulation techniques enables us to directly probe
Other properties that play important roles in the reactivity he structural changes at a molecular level.

of chemical species at interfaces are their orientations and Jungwirth and co-workers have also carried out a series
local structures. To describe interfacial structure, the pair of studies using both MD and SEG techniques on the
correlation distribution functions and angular distribution behavior of acidg (i.e. HCI, HBr, and HI) and bgses (NaOH)
Iﬁggtrlgt?(fala\l/\r/grl??]g\e/[eagzosvma:%;?gﬁ rfi?:tgs ?pneifrigﬁgtazliﬁaerg at the aqueous interfaces. A unified and consistent view of
molecular orientation at imerfacé%l&go'm,nﬁlgln the bﬁlk the structure of the air/solution interface of aqueous elec-
P . o .. trolytes containing monovalent inorganic ions was presented
liquid region, because of the high symmetry, no specific . ” ; . .
orientational order is expected. As molecules move to the " the study. Their MD studies show that in salt solutions
P : and bases the positively charged ions, such as alkali cations,

interfacial region, there is an increasing tendency to align are repelled from the interface, whereas the anions, such as

themselves because of the electrostatic potential differencehalides or hydroxide, exhibit a varying surface propensity
between the liquid and vapor phases. In aqueous Sc)lunons’correlated primarily with the ion polarizability and size. The

there also is strong directional bonding between water behavior of acids is different due to the presence of

cn)qr?elﬁf:tli?)?{ (;h?/\;sei}te(r:omgllgsglefsacgﬂis a?;foectltr]goérigrrlltgti?ﬁ hydronium cations at the air/solution interface. They found
. . . ._both cations and anions exhibit enhanced concentrations at
between ions and water molecules. To provide a MICTOSCOPIC y, surface, and these acids reduce the surface tension of

ggﬁg"%'ro(; :r]: t:lg ; gigiﬁcbldlsé nofrlljﬁr;%c:qosn ’va\llﬁ:hagslﬁg ttrr:: water. The results of the simulations are supported by surface
g ’ b selective nonlinear vibrational spectroscopy, which reveals

probability distribution of the angle between some chosen . . 4
> e among other things that the hydronium cations are present
molecular axis and the surface normal direction. These at the air/solution interface.

functions will provide a direct measure of the molecular
orientation at the interface. In a study of ion solvation at the 32 D . t Interf
water interface, Benjamin discussed the probability distribu- -~ ynamics at Interfaces

tion function of the angle betvv_een the ion—to—oxyger_1 Vector A |arge amount of interesting and important chemistry
and the surface normal directiéhAs expected, a uniform  occyrs at the interfaces between different phases, and there
gngular. d|str|put|on is observed_ in t_he liquid phas_e. In the j5 5 strong push for more attempts using nanotechnology to
interfacial region, he found a diminished probability for a take advantage of unique interfacial properties. Diffusion is
small angle value, indicating that the oxygen atom does not 5 fundamental property of chemical systems, and the ability
like to sit directly above the ion and point toward the vapor o calculate it in a confined region is necessary for a complete
phase. understanding of the dynamics in an interfacial region.
In an MD study of salt solutions, Jungwirth and Tobias Recently, several MD studies have considered the dynamical
examined the effects of surfaces on the orientation of properties of aqueous and aqueous electrolyte interfaces.
hydrogen bonds between various ions and water moletlles. These studidd® 122 focused on the diffusional and orienta-
They found as the anion changes from EI-, Br~, to I, tional relaxation of interfacial water molecules and ions and
there is a dramatic shift in the angular distribution function. the effects of ion concentration on the dynamical behavior
For the F ion, the wateranion hydrogen bonds mostly of such interfaces. Paul and Chandra reported that water
point toward the bulk region, based on the computed@os( molecules at interfaces are found to translate and rotate at a
of —1. This finding is consistent with the picture that the faster rate than bulk molecules because of the reduced density
surface is free of Fion, such that the anierwater hydrogen and lower number of hydrogen bonds in the interfacial
bonds come from the surface water molecules. For the largerregion. They found a decrease in the interfacial width and
halide anions such as Bor I~ in the interfacial region, the  an increase in the surface tension with increasing ion
water—anion hydrogen bonds show a marked preference for concentration. Figure 6 illustrates the relative changes of the
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interface. (Adapted from ref 121.) I: ! .
0.18[— |- Water 4 —os
---- sodium (10 times) A\

diffusion coefficients and orientational relaxation times as a

function of ion concentration. It can be concluded from these 1062
results that the dynamical properties of interfacial water :ME
molecules show a weaker change with ion concentration than 1
those of bulk molecules. Jo2

Berne and co-workers have proposed a general methodol-
ogy for calculating the self-diffusion tensor from molecular
dynamics for a liquid with a liquid/gas or liquid/solid
in_terche. They d.emonstra.ted that, far from the interface_, the Figure 9. Sodium D, (circles and solid line) an®,, (squares
diffusion tensor is isotropic and the value of the diffusion ang dotted line) values along with the water specific densitydot
coefficient agrees with that found in the bulk (Figure 7). As dashed line) and 10 times the sodium specific density (dashed line).
the layers approach the interface, g component of the  (Adapted from ref 122.)
diffusion coefficient at the interface is approximately two
times the value in bulk water, while the components parallel Processes$.“***For example, the transport of trace gases or
to the interface are approximately three and half times the i0NS across aqueous interfaces is important in atmospheric
bulk value. Berne and co-workers concluded that the axial Processes such as molecular upt&kéz The control of
anisotropy in the diffusion is related to the structural charge transfer processes across the liquid interfaces is
asymmetry of the interface. Recently, Wick and D&ag  relevant to liquid extraction and phase transfer cataﬁ/s_ls,
carried out an MD study on a 2.2 M sodium chloride aqueous @nd the adsorption and distribution of ions and amphiphilic
solution with a vapor/liquid interface using a methodology Solutes at aqueous interfaces impacts a wide range of
developed by Berne and co-workers. Wick and Dang found Phenomena from detergency to membrane intedffty’
that the diffusion of all species was isotropic far away from  T0 gain a complete understanding of the binding mech-
the interface, but at different regions in the interface, the anisms and density distributions of ions near liquid interfaces,
diffusion coefficients parallel to and perpendicular to the knowledge of the free energy associated with the chemical
interface did not agree for water and the chloride ion. Process is essential. Free energy dictates the chemical
Specifically, the diffusion of interfacial water parallel to the €quilibrium and is considered to be one of the most important
interface was significantly higher than diffusion perpendicular thermodynamic quantities. To this end, computer simulations
to the interface. Chloride ions showed even larger anisotro- Provide a useful and practical approach for determining the
picity in their diffusion coefficient at the interface. Their ~free energy changes. Many computational techniques have
perpendicular diffusion is similar to the bulk value, but the Peen developed to determine the absolute solvation free
parallel diffusion is much higher, corresponding to the region €nergy in liquids. These approaches including free energy
of highest chloride ion concentration. The origin for this Perturbation, thermodynamic integration, and the particle
behavior was found to be hydrogen bonds with water insertion method?®~1% In general, free energy is difficult
molecules, which are highly oriented perpendicular to the t0 determine for systems such as liquids that have many
interface’® thus somewhat impeding chloride ion diffusion Minima in the energy landscape separated by energy barriers.
perpendicular to the interface. While sodium ion diffusion If care is taken to adequately sample the important region
increased at the interface, its interfacial concentration was ©f phase spaces, these methods are shown to give reasonable
low in that region, and its diffusion was fa|r|y isotropic estimates of the free energy difference between two states.

throughout all regions. These results are illustrated in Figures The free energy calculation is more complicated for the

8 and 9. process at aqueous surfaces because the solvation free energy
will depend on the location of the solute relative to the

3.3. Potential of Mean Force, Surface Tensions, interface. Several approaches have been successfully applied

and Surface Potentials to study the transport free energy of solute across various

liguid interfaces'?8%137141 Using an umbrella sampling
The behavior of solute molecules at liquid/vapor interfaces technique with overlapping windows, Wilson and Pohorille
plays a critical role in diverse chemical and biological were able to obtain the free energy profiles of'N&~, and
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Cl~ ions as a function of their distance to the interf8te.
The free energies of ions are found to depend on their b
valence, and the free energy increases monotonically from 8 [ - - -Gibbs dividing surface
the bulk to the interfacial region. Their study indicates that [ —2~ Polarizable model
. - . [ air potential model

less energy is required to transport an anion across the
interface than a cation. In addition, their study showed no
evidence that the surface population of either the cation or
anion is appreciable as the ions approach the interface.

Benjamin and co-workers also contributed a great deal to
our understanding of solvation at liquid interfaces. They
carried out a series of MD simulations to study the transfer
of free energy of ions and organic solutes across the aqueous 0
interface?®139They found a positive adsorption free energy
for ions, indicating a tendency for negative adsorption of 2
ions at the interface. In all the above studies, effective pair
potentials are employed in which polarization effects were Z, A

not e.Xp“C'tly Cons".jered' . . Figure 10. Computed free energy profiles for iodide ion binding
Using MD techniques and polarizable potential models, to the liquid/ivapor interface of water at 300 K: (solid circles)
Dang and co-workers carried out an extensive study to polarizable model; (open circles) nonpolarizable model. (Adapted
investigate the transport of a wide range of ions across liquid/ from ref 42.)
vapor interfaces. The transport mechanism is governed
by the free energy profile or potential of mean-force increase monotonically into the vapor-phase region because
(pmf) 4245.98.115.142Tq evaluate the free energies associated Of the unfavorable iofrtsolvent interactions. Because the
with the transfer of an ion across the interface, a constrainedPMF is directly related to the probability of ions, the
MD approach was used. To obtain a good approximation, minimum in the PMF near the GDS indicates a surface
the reaction coordinate for ion transfer can be considered toenrichment of T ion, which agrees with the findings of
be the ion position along the interfacial normal direction Tobias and co-worker$. On the other hand, when the
(generally chosen to be tlzadirection). The Helmholtz free  nonpolarizable interaction models are employed, the free
energy differenceAF(z), between a state where the ion is €nergy profile is fairly flat in the bulk liquid region, which

located atzs, F(z), and a reference state where the ion is is similar to that predicted by the polarizable models.
located atzy, Fo, is simply However, as the ion approaches the GDS, the free energy

shows a substantial increase well into the vapor phase without
a minimum near the GDS. This results shows that a
nonpolarizable simulation predicts no surface stabilityas |
anion crosses the liquid/vapor interface of water, in contrast
to the predication obtained when polarizable potentials are
the center of mass of the solute at a giveposition, Z, used. The qualitative difference may be explained on the
averaged over the canonical ensemble. In gen€galyas following physical basis: when a highly polarizable anion
chosen as the free energy of the system with the soluteis near the liquid/vapor interface of polarizable water, because
located in the bulk liquid region. During the simulation, the of the anisotropic solvation, the dipole moments of the anions
z-coordinate of the solute was reset to its original value after and the local water molecules around the anion are increased.
each step and the average force acting on the solute wasConsequently, an enhancement in the-idipole induction
evaluated. The average forces are subsequently integrate@nergies between the anion and water is obtained, leading

10_'--'|"-'|'--'|'
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AF(z)=F(z) — Fo=— @02 ()

wheref,(zs) is thez-component of the total force exerted on

to yield the free energy profile.

to surface enrichment of the anion. This effect cannot be

Depicted in Figure 10 are the computed free energy accounted for when the nonpolarizable model is used. This

profiles of iodide anion binding to the liquid/vapor interface
of water at 300 K from the work of Dang and Chatidn

this study, both polarizable and nonpolarizable potential

result demonstrates the importance of explicit treatment of
the many-body polarization effect in molecular simulations.
Dang also carried out extensive MD simulations to

models were used in the calculations of the solvent-averagednvestigate the molecular transport mechanisms pBr-,

mean force and the corresponding pmf for movingrbm

Cl-, and Na& ions across the liquid/vapor interface of

bulk water through the interface into the vapor phase. Thesewater#>%He evaluated the pmf of each ion and found that
authors showed that both polarizable and nonpolarizablefree energy profiles depend critically on the ion types. The
potential models yielded similar cluster and bulk-phase larger I" and Br anions are found to bind more strongly to
properties. However, it is evident from Figure 10 that the the liquid/vapor interface, as indicated by the minimum near
two models give qualitatively different results for the free the GDS in the transfer free energy profiles, while the smaller
energy profile at the interface. With the use of the polarizable anion CI* does not show such a minimum. This result, which
potential models, they found that the ion could approach is shown in Figure 11, is in good agreement with simulation
within two molecular layers of the Gibbs diving surface work by Jungwirth and Tobias on the ion density distribution
(GDS) from the liquid side without a significant change in along the surface direction across the liquid/vapor interface.
the free energy. The computed free energy starts to decreas&heir computed density profiles for land Br anions

as the ion further approaches the GDS and exhibits aexhibited maxima near the GDS, whereas the density profile
minimum near the GDS with a well depth efl1.5 kcal/ of CI~ was quite flat. The computed pmf for Nas very
mol. This minimum in the free energy profile indicates the different from those of anions. As Napproaches the GDS
stability of the surface state of the polarizable iodide ion at from the liquid side within two molecular layers, the free
the interface. Beyond the GDS, the free energy begins toenergy increases significantly and monotonically into the



1314 Chemical Reviews, 2006, Vol. 106, No. 4

10

PMF, kcal/mol
D

50

Z A

Figure 11. Computed free energy profiles for iodide, bromide,
and chloride ions binding to the liquid/vapor interface of water at
300 K. (Adapted from ref 45.)
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Figure 12. Snapshots taken from MD simulations using mean force
approaches showing the Band Na ions leaving the liquid/vapor
interface of water. (Adapted from ref 45.)
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Figure 13. Computed density profiles of 2.2 M HI at the liquid/
vapor interface of water.

Figure 14. Snapshot of the distribution of 2.2 M HI at the liquid/
vapor interface of water.

phase. The reason for the difference is that the solvation shell
is much more tightly held by Naion as compared to the
loosely held Br/water clusters. The difference in the Na
(H20) tightly packed shell and the B{H,O) loosely packed
shell is due to the stronger NaH,O interaction.

In addition to the above simulations, Dang has also carried
out simulations to characterize the solvation properties of
hydronium iodide (HI) salt at the water liquid/vapor interface
and to compare these properties to those of the corresponding
Nal salt/water interface. In Figure 13, the density profiles
for water center-of-mass,{+, and I ions obtained from
an MD simulation are presenté®?® Upon examining these
density profiles as well as the MD simulation snapshots from
Figure 14, the following three observations can be made.
First, a significant number of iodide anions that formed a
well-defined maximum are present near the dividing surface.
The HO* molecules, on the other hand, are found near the
interface as well as at the interfat®Second, this result
differs from the results of Nal salt at the water liquid/vapor
interface, in which the width of the electric double layer is
smaller. This result is supported by the earlier studies by
Dang on the pmf for the transport mechanism of an ionf(Na

vapor phase. This is partly because of the small polarizability and HO") across the water liquid/vapor interface. As shown

of Na' ion and partly because of the strong Navater

in Figure 15, the computed:8* pmf indicates that kD'

interaction. To understand the molecular mechanisms as-is found closer to the dividing surface than the'Nan and
sociated with ion transfer, Dang examined the local structuresthe computed free energy for:&" is lower (about 6 kcal/
between the solvated ion and water along the free energymol) at the dividing surface. Third, it is interesting to point
path. Depicted in Figure 12 are snapshots taken from MD out that the hydration energies and net charge of these ions

simulations of Br (Figure 12a) and Na(Figure 12b) ions

at different locations as they cross the liquid/vapor interface.

As clearly shown in Figure 12, both Band N4 ions carried
hydration shells as they moved from bulk into the vapor

are nearly identical; therefore, the different behavior of these
ions at the aqueous interface can be attributed to differences
in the shape, charge distribution, and polarizability of the
H3;O" (Na") ion used in our classical simulations.
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Figure 16. Free energy profile for transfer of a hydroxyl radical
across the air/water interface. The interfacial region is indicated
by the dotted linesAG; denotes the free energy of bulk solvation,

] andAG, denotes the free energy of adsorption on the water surface.
(Adapted from ref 145.)
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cally relevant reactions occur in or on aqueous atmospheric
35 40 45 50 55 60 65 aerosols, cloud droplets, and thin water films on solid
Z, A surfaces** Understanding the uptake process as well as
Figure 15. Computed free energy profiles for the hydronium and Knowing whether the hydroxyl radical has a larger propensity
sodium ions binding to the liquid/vapor interface of water at 300 for surface or bulk solvation is essential for elucidating the
K. (Adapted from refs 45 and 98.) mechanisms of heterogeneous reactions taking place in the
atmosphere. Roeselova et'#l.assessed the equilibrium
The mechanism of proton transport in liquid water is solvation behavior of the hydroxyl radical by computing a
quantum mechanical in nature; therefore, the classicalfree energy profile for its transfer across the air/water
polarizable model for D' (i.e., fixed charge) may not interface. The resulting free energy profile is shown in Figure
accurately capture the :8t—H,0 interaction. It is well- 16. The calculated value of the free energy of solvation
known that the anomalous diffusion mechanism gdHin agrees well with the experimental value, indicating that MD
water will strongly influence the results, and this mechanism simulations with empirical potentials can provide very useful
is also known to have non-negligible quantum effects. An insights into processes involving radicals at the air/water
accurate study of the proton transport mechanism requiresinterface. Future work will look at how the presence of ions
guantum statistical treatment of the hydrogen motion in liquid influences the hydroxyl radical. The future work will include
water. Thus, extension of this study to include quantum calculations of free energy profiles of hydroxyl radical for
effects and comparison of the results to the results presentedNaCl, NaBr, and Nal solutions to compare it with pure water.
in this paper would be a worthwhile next step. It remainsto  Because of its importance in many atmospheric and
be seen whether the mechanism of proton transport will haveenvironmental processes, the behavior of the nitrate ion in
a substantial significant effect on the distribution ofQH solution and at the water interface has recently been
at the interface. Because of its quantum nature, however,studied??In particular, the manner in which water molecules
the characteristics of the hydrated proton in water remain a solvate the nitrate ion is relevant to problems in chemical
challenge. In summary, the hydronium ion stéfdyay also and physical processes such as chemical reactions at the
contribute to the understanding of ion-induced nucleation of interface. Jungwirth and co-worker have investigated this
water vapor, which is thought to be of importance in many problem using classical arad initio MD techniques? They
atmospheric processes. Dang’s result is similar to the followed the trajectories of the nitrate ion at the interface
conclusion drawn by Voth and co-workétsin which the and were able to conclude that the nitrate ion prefers to be
hydrated proton was found to exhibit a marked preference at the interface rather than in the bulk as shown in Figure
for the water liquid/vapor interface. In their multistate 17. Dang and co-workel® have also studied this problem
empirical valence bond approach, Voth and co-workers using a different approach. They calculated the free energy
allowed for the explicit proton transfer between the hydro- profile for the transfer of a nitrate ion across the air/water
nium ion and water, which may cause the discrepancy interface. They found that the nitrate ion crossed the water
between these two studies. It will be worthwhile to inves- interface with no free energy minimum as illustrated in
tigate the effect of proton transfer on the solvation free energy Figure 18. Further research is underway to reconcile this
profiles of the hydronium ion across the liquid/vapor difference.
interface. Using SHG techniques, Saykally and co-workers  Surface tension is one of the most important properties of
obtained the adsorption free energy for several ions at theliquid surfaces. This value of surface tension can be readily
liquid/vapor interfacé3105109.145These authors examined the measured by many experimental techniques, and interpreting
SHG response to the charge-transfer-to-solvent resonance athe behavior of surface tension contributes a great deal to
a function of the ion concentration. By fitting the normalized our understanding of the interfacial phenomena of solutions.
SHG intensities to the Langmuir isotherms, they were able It is well-known that adding solutes changes the surface
to extract the Gibbs free energy of adsorption. They found tension of water. In general, simple salts and bases increase
negative free energies of SCN~, and Ny~ ions, indicating the surface tension of water, while simple inorganic acids
these ions can be surface active. decrease the surface tensféi*’ For example, experimental
Another problem of great interest is the effective interac- measurements have revealed that as the concentration of
tion of the hydroxyl radical with water because of the role sodium halide increases, the surface tension of the aqueous
of the hydroxyl radical as a major oxidant in many biological, solutions also increases. The only exception to this general
environmental, and man-made aqueous media. The uptakeule is known as the JoneRay effect. At very dilute
of hydroxyl radicals on aqueous surfaces is particularly concentrations, an initial decrease and subsequently a
important for atmospheric chemistry, as many atmospheri- minimum were observed in the surface tension of electrolyte




1316 Chemical Reviews, 2006, Vol. 106, No. 4

15 T T T
—— polarizable
-=--=- non-polarizable E
K
,D:L ..... WIFULA | LT
E ¢"=: ' : g 1
g |l AN :
SN Y
g orh ik
dR R IEE h
LY LI
EEER Y i;‘é ;
VID i AR
R
00 1[.30 ZEXJ 360 400
t(ps)

Figure 17. Distance of the nitrate anion from the slab center during
0.4 ns from a classical molecular dynamics simulation. (Adapted
from ref 102.)
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Figure 18. Computed pmf for the nitrate ion binding to the liquid/
vapor interface of water.

solutions at about 1 mM concentratiofi$?

Chang and Dang

and tangential components, the surface tension is siffipty
Y= (Lzlz)((pxx+ py)/z) - pzz)

Here, thez-axis is chosen to be the surface normal direction.
Puo (@ =X, Y, Or2) is theao element of the pressure tensor,
andL; is the linear dimension of the simulation cell in the
zdirection. The element of the pressure tensor can be
calculated according to the virial equation as

N IN N
; M, vig E.; j; Fi,j,arijﬁ) (3b)

whereN andN' are the numbers of molecules and atoms in
the system, respectively.is the total volumern is the mass
of moleculei, and v, is the center-of-mass velocity of
moleculei, respectively. In eq 3t} is thea component

of the force exerted on atorhof moleculei due to the atom

j' of moleculej, andrij is the § component of the vector
connecting the center-of-mass of moleculesd;.

In a recent MD simulation, Jungwirth and Tobias evaluated
surface tensions of a series of 1.2 M sodium halide
solutions® Polarizable interaction potentials were employed
in their study. Although the computed surface tensions do
not exactly reproduce the experimental values, their values
do show a slight incremental difference with respect to those
for pure water, which agrees with experimental observations.
Moreover, the simulation correctly predicts the trend of the
surface tension increase, that is, NaFNaCl > NaBr >
Nal. However, when the ion distribution was analyzed along
the interfacial normal direction, some unexpected results were
observed, as noted in a previous section. For a NaF solution,
they predicted that the Naand F ions would be repelled
from the interface, which is consistent with the Gibbs
equation. For larger halide solutions, NaCl, NaBr, and Nal,
the simulations showed that while Nans are repelled from
the interface, Cl, Br~, and I anions exhibit increasing
concentration enhancement near the interface. Despite the
positive adsorption of these anions, the surface tensions of
these salt solutions still show an increase when compared
to that of pure water. This may be explained by the
nonmonotonic distribution of ions along the interface direc-
tion. Their findings suggest that an increase in surface tension
does not exclude the possibility of positive solute adsorption
near the interfaces.

Radke and co-workers performed MD simulations to

(3a)

m@_l
P \Y

The observation of surface tension incremental changesevaluate the surface tensions of NaF, NaCl, and NaBr

with added electrolyte along with the Gibbs adsorption

aqueous solutions as a function of salt concentrafib®

equation predicts a negative adsorption of ions at the They adopted pairwise additive potentials to describe the
interface. Additionally, the surface tensions of electrolyte molecular interactions. In their study, they closely reproduced
solutions show marked ion-specific effects known as a the experimental surface tensions at lower concentrations.
Hofmeister serie¥*®14°In a homologous series of monova- They also observed a negative adsorption of all the ions at
lent anions with a common cation (andce versg, the the interface. As the concentration increased, they observed
increase in surface tension is larger for more strongly a buildup of ion densities near the interface, eventually
hydrated (or smaller) ions. Many theoretical approaches haveleading to a positive adsorption at high enough salt concen-
been developed to understand this ion-specific eff8ct>3 trations. Corresponding to the onset of the positive ion
Molecular simulations have also been carried out to evaluateadsorption, the surface tension shows a maximum and then
surface tensions of various liquid interfadé@$>+15” These a noticeable decline, which differs from the experimental
studies in part try to reproduce the experimental data and intrend. It is also worth noting that the cation and anion density
part try to develop a molecular understanding of the surface profiles closely mimic each other in their simulations. This

tension.
It is straightforward to evaluate the liquid/vapor interfacial
tension from MD simulation&’ From the elements of the

behavior was not observed in other studies mentioned earlier.
Further investigation is required to define the polarization
effect on ion solvation at the liquid/vapor interfaces. Dhg

internal pressure tensor as the difference between the normahlso investigated the change in surface tension of acidic
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aqueous solutions of HI as a function of concentration. He vapor interface. For simulations using nonpolarizable (Cou-

found that the surface tension decreases with increasinglombic) potential models, the only contribution to the surface

concentration, which is in qualitative agreement with the potential comes from the atomic partial charge distribution.

experimental results. By computingQ+(2) (Q-(2), the sums of the atomic partial
Surface potentialy, is another property that has been charges for atoms located above (below) coordiaatethe

widely used to determine the molecular structure at the liquid interface normal direction, the mean electric field at location

interfaces. This quantity, which is the electrostatic potential z E(2), can be estimated as

difference at the boundary between the liquid and vapor

phases, is sensitive to the molecular orientation and composi- E(@ = (Q_(2 — Q.(92eA) (4)

tion of the interfaces. Both experiments and simulations have o ) ) )

shown that water molecules exhibit preferred orientations Here, [l.Oindicates a configurational averagé, is the

near the liquid/vapor interface as a result of changing interface area, and is the permittivity of the free space.

molecular interaction patterns. Such orientational ordering Because water molecules do not possess any net charge, the

is expected to induce electric double layers and cause ancontribution toE(z) comes only from water molecules that

electrostatic potential difference across the liquid/vapor have hydrogen and oxygen atoms extended both above and

interfacesi®? The surface potential can be useful in under- below coordinatez. By integrating the mean ele_ctrlc fleld_

standing the solvation and transfer of ions in electrolyte @long the surface normal direction, the electric potential

solutions. Despite extensive experimental studies, surfacedifference across the interfacAg,(2), can be determined

potential values are still difficult to obtait§3164 In the by

literature, the reported values pfange from—1.10 to 0.50 ,

V for the pure water/vapor interfadél65168 Scattered A¢q(z) = ¢q(z) - ¢q(zo) = — fZOE(z') dz (5)
experimental re_sults also exist for aqueous and nonaqueous

electrolyte solutiond®7° In this equationz, denotes a reference point in the charge-

Most of the previous theoretical developments on surface free (vapor) region. If polarizable potential models are
potential were based on a continuum model and lacked employed in MD simulations, there is an additional contribu-
molecular detail§1¢517Molecular simulations have made tion to the electrostatic potential from the induced dipole
considerable progress in providing a molecular description moment associated with each interaction site as a result of
of the equilibrium properties at the liquid interfaces of the atomic polarizability. The distribution of the atomic
water and aqueous solutions. In particular, many of the induced dipole moments along the interface normal direction,
simulation efforts have focused on computing the surface @i“d(z)g can be evaluated as the average sum of the normal
potential**&+"#178 Similar to the experimental situation, the () component of the atomic induced dipole moments in the
computed values of surface potential are found to vary widely jiquid slabs of 0.1 A thickness parallel to the interface. Once
because of the sensitivity of the potential model and the induced dipole moment distribution is determined, the
computational methodg?*8 electrostatic potential difference across the interfate,

It is well-known that, because of the induction effect, the ¢i?d(z), can be estimated using the following equation.
dipole moment of water in the liquid phase is different from !
that in the gas phas$é.The incorporation of polarizability ind ind/_ _ 1 rz_ind
in molecular models provides a way to systematically account A¢u @ - A‘p,u () = ;)f 20@,“ (2)oz 6)
for the enhanced dipole moment of a water monomer in
condensed phase environments compared to an isolated gaBy adding the contributions from the partial charges and
phase monomer. Because the surface potential dependgtomic induced dipole moments, the total surface potential
critically on the molecular orientation at the interface, an can be obtained.
understanding of the polarization effect on molecular orienta- The molecular dipole approach calculates the surface
tion at the vapor/liquid interfaces is important. Berkowitz potential that results from the alignment of the total dipole
and co-workers addressed this effect by carrying out MD moments of water molecules. As mentioned above, water
simulations using polarizable and nonpolarizable water molecules exhibit preferred orientation near the interface and
models!®! They concluded that polarization effects are of induce surface potential across the interface. To compute this
secondary importance in predicting the orientation structure electrostatic potential change, the distribution profile of the
at the neat water liquid/vapor interface. total dipole moments of water molecules is determined as a

Two main approaches, atomic and molecular, have beenfunction of the moleculae-coordinate. By calculating the
reported in the literature for computing surface potentials normal component of the total molecular dipole moments

from molecular simulation§’>17* The atomic approach per unit volume centered at locatian p;(z), using liquid

accounts for the distributions of the partial charge and sjabs of 0.1 A thickness parallel to the interface, we can
induced dipole moment associated with each interaction siteevaluate the relative surface potential change between

of the particular model potentials. The molecular dipole coordinatesz andz as

approach considers the electrostatic potential caused by the

total dipole moment associated with each molecule in the tot tot;_y _ L rz—tot

simulatliaon. Interestingly, these two methods generally have A¢# (2~ Ad’# (2) = %f 20@# (z)thz (7)

yielded inconsistent results for the same set of simulation

data. In the following discussion, both methods are briefly  Past studié$2173obtained different results for the surface

described. potentials across the liquid/vapor interface from the use of
The atomic approach examines the effects of the distribu- the atomic approach and the molecular dipole approach. It

tions of atomic partial charges and induced dipole moments has been argued that these discrepancies come from the fact

on the electrostatic potential difference across the liquid/ that the molecular approach neglects the higher order moment
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Figure 20. Contributions to the electrostatic potentials from the
Figure 19. Electric field across the water liquid/vapor interface at g?ft'?b' atomic c(?argeddfensny ?nd from the induced dipole moment
300 K as a function of the-coordinate based on the atomic istribution. (Adapted from ref 42.)
approach. The inset is the atomic-based electric potential change
across the water liquid/vapor interface at 300 K. (Adapted from effect on the electrostatic properties at the liquid/vapor
ref 42.) interface. The inset shows the calculated electric potentials
across the liquid/vapor interface of water based on the atomic
contributions to the surface potential. When the quadrupole approach. Clearly, the simulations with polarizable and
term is included in the surface potential calculations, the two nonpolarizable potential models predict essentially the same
methods yield similar resultg2173 features and values of the surface potential. If the interface
Wilson et al*"2conducted an MD simulation to investigate is approached from the vapor phase, the electric potential is
the surface potential of pure water based on the atomic observed to decrease into the bulk liquid regions and shows
approach. With the use of the TIP4P water potential m&del, a shallow minimum just inside the interfacial region before
they found a surface potential 6f(110+ 50) mV. Using a it levels off. This result indicates that the polarization effects
molecular dipole approach, Matsumoto and Kataoka found are of secondary importance in predicting the electrostatic
a positive surface potential of 0.16 V at the water/air properties across the liquid/vapor interface. This conclusion
interfacel’® Dang and Charf§ carried out MD simulations is similar to the earlier study by Berkowitz and co-work#ts.
to examine the electric potential across the water/vapor The surface potential is evaluated to b&00 £ 10 mV,
interface based on the atomic and molecular dipole ap-which lies within the experimental data gfin the range of
proaches. Shown in Figure 19 are the data for the computed—1.1 to 0.5 V. The wide spread of experimental estinftes
electric field due to the partial atomic charge distributions of y resulted from the various approximations used to infer
across the water/vapor interfaces as a function of they, which has only been indirectly determined from experi-
zcoordinate at 298 K. As clearly seen in Figure 19, the ments.
electric fields in the vapor phases and in thelk liquid As discussed earlier, if the polarizable potential models
region are close to zero, as expected. The small oscillationsare used in the simulations, there will be contributions to
observed between both interfaces are the results of truncatiorthe electrostatic potentials from the partial atomic charge
effects. The results of Dang and Chéhaye almost identical ~ density and from the induced dipole moment distribution.
to the results reported recently by Sokhand and Tildesley Depicted in Figure 20 are the separate contributions to the
using the SPC/E water model and Ewald summation electrostatic potential change across the interfat, from
techniqued!® Because the simulation systé&his arranged these two atomic properties. As clearly demonstrated in this
in a way such that the liquid slab of water is sandwiched plot, the atomic charge contribution to the electric potential,
between two vapor phases, the electric field is observed to¢q(2), is the dominant component and shows similar features
be antisymmetric about the center-of-mass of the bulk liquid. to those of the total electrostatic potential. On the other hand,
It was found that the electric field first increased and went the electric potential change resulting from the induced
through a maximum when the interface was first approacheddipoles, gb'”d(z) is found to decrease monotonically from
from the lower vapor side. As the water layers were the vapor phase to the bulk liquid region and is shown to be
penetrated, the electric field changed sign and gradually of lesser importance. The surface potential resulting from
converged to zero. Pratt and co-workétebserved similar  the alignment of the total dipole moments of water molecules
effects in their earlier studies. was also evaluated using the molecular dipole approach The
To check the effect of the explicit polarizability on the computed electric potential change across the liquid/vapor
interfacial electrostatic properties, the simulation results of interface showed strikingly different behavior than that
the electric fields using both polarizable and nonpolarizable obtained using the atomic approach. The computed surface
water potential models are displayed in Figure*aBxcept potential was found to bet400 mV, which is greatly
that the nonpolarizable model predicts slightly larger electric different from the—500 mV value estimated using the atomic
fields near the interfaces, these two models yield quantita- approacl¥” The large discrepancy may be because the
tively and qualitatively very similar results. This observation molecular dipole approach neglects the higher order moment
suggests that the explicit inclusion of the polarization energy contribution to the surface potential as suggested by Pratt
component into the water potential model has a negligible and co-workerd8°
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Figure 22. (Top panel) The pmf for the transfer of TMA across
the water/nitrobenzene interface: (solid line) calculated using the
solute location distribution function; (dotted line) calculated using
the integral of the average force on the ion; (dashed line) results of

20 -10 0 10 20 a continuum electrostatic model. (Bottom panel) Density profiles
of water and nitrobenzene showing the liquid/liquid interface region
2 (A) where the solute is located. (Adapted from ref 184.)

surface active, as indicated by the fact that no interfacial

Figure 21. Excess chemical potential of GHsolid line), CHF Al - ' )
minimum is observed in the free energy profile.

(short dashed line), C#ff, (long dashed line), CHNdotted line),
and CR (dot—dashed line) at 310 K along the-direction
perpendicular to the water/hexane interface (located=ad). Water

is on the left and hexane is on the right side. (Adapted from ref
136.)

4.2. Transport of lons

Interest in computer simulation of ion transport has
intensified since Benjamin’s pioneering work on the mech-
anism and dynamics of transferring a single chlorine ion
across a water/1,2-dichloroethane interffc®ue to the
approximations made on the electrostatic free energy calcula-
tion, Benjamin suggested that, because of the presence of a

Computer simulation techniques provide a useful and free energy minimum~5 kcal/mol) at the liquid/liquid
practical approach to the study of solute transfer processesnterface, ion transfer into the aqueous phase is an activated
across liquid/liquid interfaces. With the use of MD tech- process. Schweighfer and Benjadfinrecently studied
niques, Marrink and Berendsen carried out simulations to transport of TMA (tetramethyl ammonium) from water to
study the transport of water molecules through phospholipid/ the nitrobenzene liquid/liquid interface and found no barrier
water system&¥ Through the use of a Lennard-Jones liquid/ when the system was fully equilibrated as indicated in Figure
liquid interface and MD methods, Hayoun and co-workers 22. In a paper describing their MD study on the structural
described solute transfer as an activated process that reflectand energetic characteristics of ion-assisted transfer between
the changes in the degree of solvation by the two solvents.water and chloroform, Wippf and co-worké&sreported that
Pohorille and Wilsot® investigated the excess chemical the cesium ion diffuses spontaneously from the interface to
potentials of a series of small solutes across the water/water and displays apparently no free energy minimum.
membrane and water/hexane interfaces. Their results, whichRecently, Fernandes and co-workétseported a series of
are presented in Figure 21, showed that the shape of the freéD simulations on ion transfer processes from water to
energy profiles depends on the magnitude of the dipole organic solvents. Their computed ion transfer free energies
moments of the solute molecules. Chang and Dang examinechare in reasonable agreement with the experimental data, and
the solvation structures, free energy profile, and transportno minima were observed at the liquid/liquid interface.
mechanism associated with the transfer of a small organicDang?®” carried out several studies on the mechanism for
solute—a single chloroformracross the CGIH,O liquid/ transporting ions across a chlorinated hydrocarbon/water
liguid interface'®® The free energy change between two liquid/liquid interface. That included the simulations of'Cs
different solute locations in the free energy profiles representsand CI across the water/carbon tetrachloride liquid/liquid
the reversible work necessary to bring the solute from one interface. He found that the free energies exhibited a
position to the other. The region through which the free monotonic increase from the aqueous phase into the organic
energy undergoes changes extends over roughly 10 A, whichphase and underwent major changes as the ion began to cross
yields an estimate of the interfacial width. In both cases, the the interface. No barrier was found at the liquid/liquid

4. Progress in Liquid/Liquid Interface Simulations

4.1. Transport of Organic Solutes

organic solute exhibits free energy stability in the bulk £CI
relative to that in the bulk D phase. The free energy
difference is 6.5 kcal/mol for the transfer of a chloroform

interface. During the transfer process, the coordination
number for the ions as a function of tk@xis normal to the
interface was monitored. As the ions moved across the

molecule. The decrease in free energy in the nonaqueousdnterface, the first hydration shell of the ion began to be

phase is consistent with the fact that ChlSImore soluble
in CCl, than in HO. The free energy profile exhibits a

reduced as shown in Figure 23. The characteristic features
shown in this figure are clearly similar to the computed free

monotonic decrease from the aqueous phase into the organienergy profile. Thus, an ion transfer mechanism that involves

phase. Interestingly, the dipolar solute, chloroform, is not

changes in the hydration shell of the ion has been demon-
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9 i : . . : are repelled from the liquid/vapor interfaces, which is
: consistent with the Gibbs adsorption equations. On the other
8L ] hand, both experiments and molecular simulations have
revealed that certain ions, especially the larger polarizable
7L ] ions, exhibited surface affinity. However, the complete
molecular interpretation of this behavior is still elusive and
S 6 — requires further investigation.
= We also noted that surface enhancements for ions are more
O 5t ] pronounced when polarizable potential models are used. The
MD simulations demonstrate the importance of properly
41 ] treating the polarization effect in molecular interactions.
Explicitly incorporating polarization effects into a potential
3t ] model is still an evolving science. We believe that simula-
CC14 i HZO tions of ion solvation at the interface with explicitly included
220 25 30 35 40 45 50 polarization effects are important, because at the interface
7 A the water dipole moments are significantly different from

Figure 23. Computed hydration numbers of the ions as a function
of z-axis normal to the interface. (Adapted from ref 187.)

strated. This finding is in excellent agreement with a recent
experimental study by Osakai and co-workE&fswho

bulk values (i.e.s ~ 2.0 D at the interface and ~ 2.7 D

in the bulk liquid). Therefore, the interactions between solute
and solvent at the interface will affect the computed results
(i.e., free energy of solvation or spectroscopic properties of
solute solvation at the interface).
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